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1 Project Description

I will be working with Professor Pradeep Ravikumar and one of his graduate students,
Arun Sai Suggala, in the Machine Learning Department on trying to improve and/or find new
adversarial training methods using game theory principles.

Adversarial examples represent small perturbations to the input with respect to some dis-
tance measure that change the decision of the classifier. As expected, these compromise the
safety and robustness of machine learning models. One defensive approach against these is to
conduct adversarial training. Most of the algorithms proposed for adversarial training – includ-
ing Projected Gradient Descent (PGD), Fast Gradient Sign Method (FGSM), or Randomized
Smoothing – rely on heuristics. This means that they are not guaranteed to provide a model that
exhibits the greatest robustness against these adversarial samples. However, studies conducted
towards evaluating the adversarial robustness portrayed by existing training techniques against a
(parameter-free, computationally affordable, and user-independent) ensemble of attacks showed
almost all of the models achieved lower robust test accuracy than expected and/or reported in
their respective papers, often by more than 10%.

Our direction for this project is to understand what is wrong with existing algorithms
and see if we can bolster them using game theoretic methods. This boils down to viewing
adversarial risk as a zero-sum game between a defender (the user building the model) and
attacker. Specifically, the game is also likely to be Bayesian given that the defender might not
know the exact cost of generating adversarial data and the attacker might not know the exact
classification cost to the defender. Adversarial training techniques built on a game theoretic
framework may be of significance as it helps represent the behaviors of the defender and attacker
as it includes the benefit for the adversary to attack and the cost of generating the adversarial
data to be fed to the model during the training phase and, from the other side, the cost to the
learner to update the model.

If we are successful in this endeavor, we will be one step closer towards more robust
machine learning systems, a crucial requirement for safety-critical applications. Moreover, we
would have provided an alternative perspective for adversarial risk and training that may be
built upon in the future.

A majority of the research work conducted in this project will involve testing the ad-
versarial accuracy of proposed adversarial training algorithms on models built on the MNIST
and CIFAR-10 image datasets. The reason for why these two have been chosen is because all
landmark papers that introduced methods like PGD and FGSM presented their findings using
models trained on these particular datasets, and the use of these will provides more direct points
for comparison for the progress made by our research.

1

http://akhilnadigatla.com/15400-proposal.pdf


The major challenge going into this project will be consolidate the research done in the
field of adversarial training so far to try and pinpoint the causes behind the shortcomings of
current methods. While there is a lot of speculations behind each training algorithm’s reason for
lower-than-expected adversarial robustness, there is little to no facts regarding these. While we
are not aiming to mathematically prove these pitfalls across all the training algorithms, it will
be in the scope of this project to understand the common denominator behind the observations.

2 Project Goals

2.1 75% Project Goal

• Determine the issues in terms of adversarial accuracy for popular training algorithms
including (but not limited to) PGD and its variants, FGSM, and randomized smoothing-
based methods, using parameter-free attacks.

• Use the above findings (or otherwise) propose a few applications of existing game theory
algorithms towards adversarial risk in the game setting mentioned above.

2.2 100% Project Goal

• Determine the issues in terms of adversarial accuracy for popular training algorithms
including (but not limited to) PGD and its variants, FGSM, and randomized smoothing-
based methods, using parameter-free attacks.

• Use the above findings (or otherwise) propose a few applications of existing game theory
algorithms towards adversarial risk in the game setting mentioned above.

• Refine the above proposed algorithms by providing guarantees on which kinds of adver-
sarial attacks they are able to resist.

• Provide empirical evidence – using models trained with MNIST and CIFAR-10 – that show
how the game-theoretic training algorithms fare in terms of adversarial accuracy.

2.3 125% Project Goal

• Determine the issues in terms of adversarial accuracy for popular training algorithms
including (but not limited to) PGD and its variants, FGSM, and randomized smoothing-
based methods, using parameter-free attacks.

• Use the above findings (or otherwise) propose a few applications of existing game theory
algorithms towards adversarial risk in the game setting mentioned above.

• Refine the above proposed algorithms by providing guarantees on which kinds of adver-
sarial attacks they are able to resist.

• Provide empirical evidence – using models trained with MNIST and CIFAR-10 – that show
how the game-theoretic training algorithms fare in terms of adversarial accuracy.

• Compare the above figures to claims made about the different conventional training algo-
rithms in their respective papers and show any improvements/deficiencies in our methods.

• Explain the reasons behind why our methods perform they way they do in comparison to
existing algorithms.

• Attempt to scale up our techniques to larger datasets like ImageNet.
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3 Project Milestones

3.1 First Technical Milestone:

Get a better understanding of the workings behind the training algorithms I will investigate
in the research project, which includes the motivations behinds them, how they are defined, and
their objective functions. This may even involve training models using the MNIST and CIFAR-
10 datasets and observing their adversarial accuracy, comparing them to provided estimates for
this in the literature.

3.2 First Biweekly Milestone: February 15th

I hope to have run several tests on the aforementioned models. By doing so, I hope to
better recognize some of the limitations of these algorithms, comparing this to what has already
been said about them in the literature.

3.3 Second Biweekly Milestone: March 1st

I intend to identify some common causes for the observations made with respect to adver-
sarial robustness for the common training algorithms. This will motivate what are the specific
improvements required to better adversarial training.

3.4 Third Biweekly Milestone: March 15th

I hope to have begun exploring adversarial risk from a game theory perspective, under-
standing how the field applies to the problem at hand. I may also begin to explore potential
algorithms for the above proposed game.

3.5 Fourth Biweekly Milestone: March 29th

I hope to have picked out one or more new training algorithms based on game theory, and
detailed how they theoretically provide adversarial robustness. I may have also begun training
models based on adversarial examples generated using these methods.

3.6 Fifth Biweekly Milestone: April 12th

I intend to have publishable results on the performance of the game-theoretic training
methods in terms of adversarial robustness, and will have compared them to existing algorithms.
I will also have explained why the proposed algorithms perform they way they do to some extent.

3.7 Sixth Biweekly Milestone: April 26th

I hope to have integrated all the work we have done so far into a draft paper. If done
early, we may also begin to explore some of the ideas beyond the 100% project goal to bolster
our results.

3.8 Seventh Biweekly Milestone: May 10th

I intend to have my project complete as proposed and will have tried to establish future
directions of research that build on our findings. These may even form the backbone for my
undergraduate senior thesis.
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4 Literature Search

While viewing machine learning from a game theory perspective is not novel by any means,
it is definitely a budding area, especially when it comes to adversarial robustness and training.
There have been a couple of interesting discussions about game theory applied to general ad-
versaries and the security of machine learning models [1] [2] [3]. There is a lot of material with
regard to adversarial training methods (and adversarial risk in general), which I have begun to
look deeper into as draw closer towards the first milestone [4] [5] [6] [7] [8] [9] [10] [11] [12].

5 Resources Needed

Our main resources will be Python and the deep learning framework PyTorch, all of which
can be setup on Anaconda. We will make use of the MNIST and CIFAR-10 image datasets to
train the models. In addition, if time permits, we may also attempt to train models using the
CIFAR-100 and ImageNet datasets which have defined classes, which typically require a lot
more resources in terms of time and computing power. We also intend to utilize the Machine
Learning Department’s GPU resources for this project, given the large number of models (of
high volume) that we hope to train and evaluate in this research.
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